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Structural indexing with database schema • Iterative retrieval with hybrid paradigms • Realistic QA dataset w.r.t. AI research

With the exponential growth in academic papers, RAG-based QA 
systems show great potential to help researchers extract key details 
from emerging studies. In this work, we propose:

• Integration of vector-based neural retrieval and SQL-based 
symbolic retrieval. The classic neural retrieval often fails when 
handling precise queries, while symbolic retrieval breaks down 
in semantic fuzzy matching or morphological variations.

• Incorporation of multiple views for parsing and vectorizing 
PDF documents. Commonly utilized scheme to segment 
documents into chunks is based on a fixed length of 
consecutive tokens, neglecting the intrinsic structure and the 
salient features of paratextual tables and figures.

Our entire workflow proceeds as follows:

• Parsing. Firstly, we segment the PDF in multi-
view, extract non-textual elements, and store 
them in a schema-constrained database.

• Encoding: Next, we identify those encodable 
columns in the DB, obtain and insert vectors of 
cell values into the vectorstore.

• Interaction: Finally, we build an iterative Q&A 
agent which can predict executable actions to 
retrieve context and answer the input question.

3 stages of NeuSym-RAG: multi-view parsing → multi-modal encoding → agentic interaction

         

      

       

           

     

          

          

           

            

        

          

         

      

       

           

     

          
          

            

        

                

         

      

       

           

     

          
          

            

           

                

                                          

           

         

       

        

        

      

   

       

              

       

        

      

   

                  
                             

                   

         

      

                  
     

          

           

              

               

           

       

      

   

       

              

           

              

          

           

         

       

      

   

       

              

                             

      

      

an example of the parameterized action

• Manually annotated PDF-based scholar QA dataset AirQA-Real

• 553 questions + 3 task types + instance-specific evaluation

• NeuSym-RAG remarkably outperforms Classic RAG on all datasets.

• VLMs perform better in tasks that require vision capability.

• Open-source LLMs are capable of handling this interactive procedure in 
a zeroshot paradigm, and even better than some closed-source models.

examples of questions and evaluation from AirQA-Real dataset comparisons between our NeuSym-RAG and other agentic baselines

• Two-stage Neu-RAG (multi-view) beats Classic RAG.

• Hybrid RAG (more views) improves further.

• Iterative methods outperforms two-stage ones.

• As turn increases, objective score rises faster.
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